
3-D Atomistic Naiioelcctronic Modeling on High 
Performance Clusters: 

Mult imillioii At om Simul a t lolls 

Electronic device scaling is iilt,iiiiat,eIy liiiiiterl hy at,oiiiic dimcnsioiis. 'The siiiiula- 
tioii of t:lectronic structure ant1 electrun t,ransport, ciii f.liesr length scales iiiust be 
funclanieiit,itlly cpaiituiii inechauicitl. 'I'ILis leads to cniriputat,ional iiiodels that ac- 
count for fiindamental physical int,rract,iuns iising au ahi i is t ic  basis and tax eve11 
the largest, availalslle supercoiiiputer wlieii siiiiifiatiig 
type clevelopmant of  a software tool t~liat enalslles this 

t,u be repiesentecl \vi th  an appropriale hasis;. 'The 1' 

tonian iiiatiix is of tlie orcler of tens of iiiillions. -4 
algorithm that ia ~~ i i ip l ed  tu  a Laticma and/or Rayleigli- Fti tz eigeiivalut: solver has 
been clevelopecl and ported to a Browi.ilf cluster as well as an Origin 2000. First 
heucliiiiarking results (if these algorithnis as well a8 the first results of cluaiituiii dot, 
siinulationa are I C J X J ~ L ~ C L  

Kryw~ircl~:  quaiitinn clot.  nanoelectr~-inics, sparse matrix-vector unil~iplication 
@ ~ I O O  .4cadeiiiic press 

d striictwes contain CJIIC~ million to 

1. Iiitroductioii 

The goal of reduciiig payload in future spa.ce riiissions while increasing iiiissioii 
capability denialids miiiiaturization of measurement, a.nalytica.1, and commuiiicatioii 
systems. The uitiiiiate sca,lirig liiiii t, of iiiclividual semicoiitluctor devices are atomic 
dimensions. The enabliiig technology for iiiiiiiaturizat~ioii of space iiiissioii electronics 
has been the iiiiniat,iirization of semiconciiictor devices (Fig. l a  adopted from t,he SIA 
Roadlimp[ I]) of the past, 40 years. The developiiient 11 as  surpassed every expectation 
a,ritl overcome (so fa.r) every predicted techiiologital obstacle. I t  has become evicleiit 
tlia,ts not techiiology hut, the utotti ic dinier~sion.s of the uiiderlying c rys td ine  latt,ice 
a,nd tlie couiita,hle electron nrciitber. (Fig. 113) ultiiiiately limit[P] t,liis scaling trend. A 
variety of iiovel riano- tor[3] aiid computatiou[4] schemes Imsed oii quantuiir 
clots h a , w  been proposed and/or tleinoiistrat,ecl. The work presented here is a,imed 
a.t providing a simulat,ioii tool t,ha.t eiiebles the fuiidameiital motlelirig of electron 
devices 011 the leiigtli scales of a few Iiaiioiiieters. The problem size aiid the choice 



of ataiiistic basis sets result,s in  iininerical represeiztations that require the wage of 
supercompu ters[5]. 

Sinrulution ,for deuice design and charcicterizntion: Pliysics- hased device sirnulation 
has penetrated the mainstream seiiiiconductor iiidii device design aiid chara.ct,er- 
izatkn process[G] in the last one or t,wo J etratioii CRII be attributed to 
the increased experimental costs of iiaiio- feature cha,racterizatioiis and 
the introduction of new iiia.terials, The m ataioii - characterization trian- 
gle that has existed iii circuit design for t has now established itself for 
the unclerlyiiig seniiconcluctor. device design as well, This coupled process will enable 
the device design for the 11ext device genera,tious if the physics-based siiiiula,tioii tools 
caii deliver the iieeclecl acciiracy. As the electronic device sizes shrink further towards 
the teiis of iiaiioiiieter size scale (deca-nano) in all three diuiensioiis, iiew physical 
phenomena will emerge, that previously could be safely ignored. These pheiiomeiia 
are lmed on the quantum inechariical nature of electroils which is typically ignored by 
or patched into existing coriiiiiercial device simulators. Suc:li a,ii approach will proba- 
I ly  suffice for the next two device geiiera,tioiis with einpirical riioclel calibrat,ioii and 

ii capabi1ii;y. In order to correctly inode1 physically 01) 
tuiiiieliiig, s1;a.te quantization and chxge  ciuaiit,iza,tioti iiiore 

sopliistkated niodels iieed t o  be developed and incorporated iiito device simulators 
t h a t  caii handle realistically sized systems. 

Our trtodelittg irgeridn: Following out 1-11 Naiioelectronic iiiodeliiig work[7, $1 (N13M0) 
we are tleveloping an atoiiiist,ic-baserl, narioelectroiiic niodeliiig tool (NEMO-3D), The 

iig section tlisciisses some of t,lie syst4ei-n size issues and ~ L I  aiituiii mecha~iiical 
iig t;ipabilities tliat iieed to be iiicluclerl into siicli a simulator. 
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2. Quantum Dot Applications aiid Modeling Requirements 

Quaiit)urvt devices are not sliowii oil the SIA roadmap for litliograpliy b 
focuses on pure silicoii device scding. In particular Figure la, oiily shows [,he lateral 
featiire size, wliile layer t,liicknesses are alreatly oii tlie order of 0.01pin .  Various 
qiiaiit,uin clot iiiiplemeurtatioiis in different, material systems as well a s  silicoii have 
been exaniinecl since the l a k  1980’s (Fig. Ih ) ,  ant! several designs have shown room 
temperatiire operation. I’yra,iiiidal self-assembled cluaiit,iiiii dot arrays in particular 
are proiiiisiiig candidates to be used in qua,iittuiii well lasers and det,ectors[~!] witliiii a 
few years. 

W h a t  is II Qr/unttirii Dot? A quantum dot (QD) can be clest:ribecl as a solid stat,e 
struct>rire in which a (small) iiuinber of electrons are isolated from t,he siirrouridiiig 
environment. This is acliievetl by ”pla.cing” ail electrical insulator around a (semi- 
)condrict~or. I f  tlie central reg clea,ii enough effect,s due to state arid 
charge quaiitization can lse 111 opically. QDs caii therefore he viewed 
as art i f ic ia l  atonis. T h e y  rep ate limits of scaled solid state devices. 
The large parameter space of I , shapes, and doping profiles allows for 
a detailed eiigiiieeriiig of the eIect,rical aiicl optical properties of qua.iitum dots. Iu 
paxticular, the fine tuning of optical traiisitioii energies applies to JPL’s immediate 
interest in far infrared detmtors aiitl eniit4ters. 

N e a r  term quonturii dot crpplications: Curreiitly several researcli groups are iiicor- 
nbled I d s  QDs into AlCaAs quaiituiii wells in optical detector 

aiid laser structures[D]. The reduced degree of freecloiii reduces the scatt,ering of the 
confined electrons aiid therefore increases the state 1Xetiiiies. %‘his increase promises 
better device performances such as  reduced threshold cnrreiits, decreased liiiewiclths, 
reduced dark currents[9] a d  higher operat,iiig teiiiperatsiires. These are systems which 
apply t30 JPL’s imiiiediate iiiterrst in far infrared detectors a i d  einitt,ers. 

,Size at id  atom number es t imates  of realis / s tems:  The iiiodeliiig of an iudividiial 
self-assembled IiiAs quaiituiii dot, of 30nin cl ter aiid 51iiii heights embedded in (&As 
of buffer width 5nm requires roughly a simulatioIi cloiiiaiii of 40 x 40 x 15iiin3 containing 
approximately 1 iiiillioii atoiiis. A horizonta.i arr  of foour such clots separated by 201.1111 
requires roiigi-ily a siiiiiiia,tioii doiiiaiii of 90 s x i 5iiiii3 wiiich co 
iiiillioii atoms. A 70 %: 70 s 70iim3 cube of Silicon which might be iieecled to  simulate 
ultra-sca,led CMOS clevice contains about 16 million atoms. There a,re about 43 atoms 
in Inm3 as a rule of t h i i i b .  

3. Basis Representation 

Researchers have explored a variet,y of different approaches to represent niatter in a 
.led system. All these approaches fall into two major categories: atomistic aiid 
iistic. T h e  noli-atomistic approaches do uot, attempt to model each iiidiviclual 

at,oiii in the stmcture, hut iiitsrodirce a va.riety of‘ difkrent a,pproxiniations t,liat are 
usually based on a continuous, jellium-type description of tnatter. Such approaches 
typically dea.1 on tlie lowest level with effective masses and Imid edges. ‘The popular 
k , p  approach beloiigs in this ca,t,egory. Tli approaches do not coiita,in any crystalline 
iriforma.tioii aiid are firncla~meiita,lly not well suited for the atomistic representa.t~ion of 
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naiio-scale features si.ich as interfaces aiicl disorder. Atoniistic approaches att8empt, to 
iiicliide tlie electronic wavefiiiictioii of each atoiii in soiiie iipproxiiiiat,ioii, Tlie critical 
question is what basi iit,atioii of the electxorric: wa\;efuiiction. 
lhere  are two schools of thought: I )  plaiie waves[ij], a,iicl 2)  loca,l orhitals[I0]. .4 list 
of pros arid coils for each i i i e tho t l  coulcl be presented; iiistmd we just state lipre that, 

0th metliods coiiipleiiieiitary to each other aiid that  we choose the local 
(tight-binding) approximattion for ii,s ability to iiiodel finite, stt'uctiires 
extended) atid for its past success[7, 81 iii quan tum iiiechaiiic-al modeling 

of electroii trailsport. 
Tlie Imsitr idea or the tight-bindiiig iiiethocl i s  that one selects a basis consisting 

of a.tornic orbit,als ( s i ~ l i  as s, p, and d) t40 create a, siiigle electroii I[aiiiiltoiiiaii t,liat 
represents the bulk electronic propcrties of  the niatmial. 'The interactions between 
the different, orbitals wit.liiii aii atom a,irtl betweeii ilea t iieiglibor atonis are treated 

pariuueters. A variety of parainet~erizat~ions of iiearest, neiglzbor 
iieighkor tight biricliiig models liavc heeii publiskiecl in 
tir~itio17,~jll--1G]. Our siniulat,or. t,ypic.aIly uses aii sp&* or 

et to use for tlie repi 
r ,  

iiiodel that coizsists of 5 or 10 spiii degeii 
is therefore represented by a 10 x 10 or 20 x 20 iiiatrix. W e  have liiriited ourselves 
to nearest, iieighbor interactions to eiiable a simpler iiit,eraction representsation in the 
presence of straiii. Wiis nearest iieigltbor model restricts the number of iioii-zeros pcr 
row to a siiiall value iiidepeiideiit of' device size and yi&ls a sparse, block ba~ridecl 
IIaiiii11,oiiiaii with O ( n )  lion-zeros, where n is the iiuiiiber of atoms. Tlie strain that 
arises iicar interfaces of inaterials with different lattice coilstarits yields a clifferelit, 
positioii-dependelit coupliiig betwtieti each neighboring pairs of atoms. For the ca,se of 
a zinc-blencle lattice, ea.cli atom Lias four iieiglibors. 'I'lierefore, the stora,ge requirenteiit 
for 1 iiiiIIioii atoms caii be est imated as 10" ntoins x 5 diago,ra/s x ( 2 0  x: 20 b a s i s )  x 
lGb~les /2(Sor . / le i , i l , i t i c i ly )  = l(3GO. illgorithiiis taliat use Iiiore of the syiiimet.ry of 
the Ilaniiltoiiiaii are coiisitleretl for f i i ture clevelopr-uient. Curreiitly we have the optioii 
to store the ITanriltoiiian or to rc.coinpiit,e its oii the fly. 

Qua~titiuii clots are characterized b y  confiieiiieiit in all t h e e  spatial diineiisions, so 
that, the Ilaiiiiltoiiian no longer comiiiutes with C U I ~ /  or the (discret,e) translat,ioii oper- 
ators. Tile wavevector i s  hence nni a, conserved qua i i i i i y  ill uri,:/ dii i iemiui i ,  T l ~ e  iiiost 
appropriate basis for represeiihg sue11 a highly coiifiiied wa\efiiiitioii is, tlreref'ore, 
oiie consisting or atomic-like orbitals ceiitered on each a.toin o f  tthe crystA. Follow- 
ing Sla.ter aiicl I<oster [18], we take t.he atomic-like orhituils t,o be orthoiiorinal. l i e  

coiisicler a crystal whose Bravais lattice poiiitjs are giveii by 

R,,,,,,,, = n1 a1 -t n1az + ' t t l a 3  

wlierr. the aj a,re priiiiit,ive direct-1a.ttice traiislat,iou vectors aiid the i ) i  are integers. If 
there is  more than one atoiii per cell (8s is the case w i t h ,  for example, GaAs or Si) 
we iiitlex the atoms wit~hiii a cell by jb aiid tlie locatioii of tlie pt" atom within the 
cell located at I is giveii b y  R,,,,,,,,+ viC where is tlie displacemeiit relative to the 
cell origiii. We iioriiialize tlie wavefuiictioii over a voliime coiisistiiig of A'i (*ells iii the 
ai ( i  = J ,  2, 3) directioii aiid write tht, sta.te a geiieral expaiisioii iii teriiis of locdized 
a tomic-lilie orbitals : 

basis st a tes ~ respec t,ively. 

(1) 
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Figure 2. The device is clecompcrsed iiit,u slabs (layers of a(,oins) which are c1irec:tIy mapped 
t,o indivicluid prcvxssors, 

In Eq.(2) a. indexes t-lie atomic-like orhitals ceiitered on the p atoms mit,Iiiii each 
cell (1~1n2n3). The Sclirijdiiiger equation tlms appears as a system of simultaiieous 
equations giveii by: 

< L ~ ; / ~ ; ~ 1 n a n 3 $ v i l / ( 3 i  -Ej)Iv!> = 0 (3) 
111 Eq. (3) we express the matrix elements between localized orbitals as t ight-hiding 
pa.rameters, in our case limiting the iiite ions LO nearest-?ieig!ihor , 

4, Numerical details 

4.1, Parallel implementation of sparse matrix-vector product 
The goal of the siiiiulatioii is to solve tlie eigerivalire problein for low lying elec- 

txon and hole stx tes near the l~aiidedge. Two algoritlims, a Raleigh-Ritz minimization 
algoritliiii aiicl a Laiiczos method, have been pamllelized to solve this probleiii . At 
the heart of each is a sparse matrix-vector iiiult,iplication. For iiiipleiiieiitat,ioii 011 a 
distrilsuted memory platform, data must be partitioiied a.cross ~xocessors so as to facil- 
i h t e  this fuiida.menta1 opera,tioii. For good load balance the device is pa,rt,itioiied into 
approxiiiiately eclually sized sets of atoiiis which are " q e d  to iiidividual processors. 
necarise only nearest neighbor interactions are moclt;led, a iiaive part,ition of tlie device 
by parallel slices creates a mapping such t31iat any atom iiiustr commuiiica,te with neigli- 
hors t,Iia.t are a t  most m e  processor awa,y. This scheme, showii iii Figure 2 ,  leiids itself 
tso a ID chain network topology ancl results iii a. blocli-t,ridiagoiial [laiiiiltoiiia,n, where 
each block corresponds tto a pair of processors, and each processor holds the column of 
blocks associated with it,s at,oiiis. Comiiiimicatioii costs, roughly proportional to the 
bouiidary sepamting these sets, scales oiily with surface wea.  (O(n2 / / " ) )  rather t,hnii 
with voluine (o(n)), where n is the number of atoms. In a matrix-vector inidtiply, 
bot>li the sparse Ilaiiiiltoiiian a n d  the dense vector are part,itioiied a,mong processors 
in a.11 int,uit,ive way; each processor p holds unique copies of both the nonzero iiiat,rix 
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eleiiieiits of the sparse Ilaiiiiltoniaii associa.t,etl witall the orbitals of the at,oiiis mapped 
to  procc’ssor p and also t31ie coiiipoiieiit3s of t,he d e vector associated with a tonic  or- 
bitals rviappecl to 1.7. The matrix-vector iiiultipl, perforiiied in a. coluiiiiiwise fa.shion 
a,s sliowri in Fig. 3. That  is, processor j coiiiputes 

(4 ) y ’  . ~- 11, .*E ... l , J  ( i  = . i , j i  1) 
where I I i , j  is the block of the IIamiltoiiian associated with nodes i ant i  j ,  ai id .c,i 
a.re the coriipoiieiits of  x st30red locally 011 node j. The result o f  the matrix-vector 
iiiultiplicatioii or tlie off-diagonal blocks ( i  f . j )  with the local portion of the dense 
vector is sent, via MMPJ calls to neighboring processors in two steps. First, all but 
the riglztiiiost processor send data  to  the riglit (and receives data from the right, 
possilily in full duplexiiig depeiicliiig oil tlie actual MPI iiiiple~iientatioii)~ subsequently 
followed by comiiiLmicatioii to tlre left neighbors. In addition, TI 
o ff-rli agoii a1 hl o&s aye in general iioii-zwn : a.1 t,li 011 g li t,he s p r s e  
blocks clepeiids on the particiilar crystal structure in question. 111 practice, however, a 
sufficieiit fra.ctioii of  zero rows exist that, compressing the iiia,trix-vector multiplication 
by removiiig structurally guaraiit,eed zeros is worthwhile despite the a.dclitioiia1 level 
of iiidirtxtioii required to keep tra.ck of the non-zero stsructLire. 

4.2. Performance 
In th is  section, we discuss the perforiiiaiice o f  NEMO 3-D using the parallelized 

Laiiczos a1gorit;hiii 011 LWO platforms, a, Beowulf comirrodit~y clust<er o f  Pentiuiii 111’s 
a,iid a shared iiiemory SGI Origin 2000. Figure 4a. displays the perforiiia.iice of  
30 iterations of the Lariczos solver 011 a Beowiilf system consisting of 32 notles with 
two 933 MIlz Peiitiiiii? I11 CWJs aiid 1 GB of RAM per node. Different processors 
communicate using a non-shared memory MMPI impleirrei~tation a,iicl over a slow LOO 
base-‘T’ etheriiet coiiiiectioii . Curves corresponding t o  five differelit problem sizes are 
shown. Dashed curves indica.ting a liiiear (idea,l) scaling itre also s1iow11 for reference. 
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1 
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The t\vo largest problems require enough memory tha t  they require more than one 
processor to avoid swa.pping. The eficieiicy, the rat8io of speedup to ideal speedup, as a 
function of number of processors decreases with increasing iietworli size. This clecrmse 

on of unparallelized code of approxima,tely 1 . G % .  IIowever, 
at for the regime of interest, the eficiency is iiidepeiideiit of 

prohlein size. This result siiggests t ha t  wliile coiiiiiiunicat,ion handwidt,h is not, a 
liiiiit,ing factor for th is  problem, there may he some inherent load iinbala,nce in  the 
coiiiputat+ioii. This issue is niider coiitiiiuerl investigation. 

Figure 5 compa,res a 933 MIIz Pentium 111 dual CF’II I3eow 
CX‘U F’eiit,iuiii I11 Beowulf. ition times are sciiled 1 : ~  
the performaiices of the two a.re iiidist~iiiguisliable. ‘rl 
findiiig that for the probleiii s ibexst, our solver is limited by CPlJ speed rather 
than l ~ j i  coin 11111 ii ica t,ioii bail d w id t h  , 

NEMO 3-11 lias the option of reusing the IInriiiltoiiian for more tlia,ii one iteration 
or coinputing the iiiatxix vector multiplications on the fly without explicitly sttoriiig 



the Ilaniiltonian. Clea,rly, storing tlie IIarniltoiiiiiii for later re-use is preferable, but 
i s  not possible for sufficiently large problems. Figure 8 compa.res tlie performance of 
t h e  933MIIz cluster w i t h  a 128 CF’U 300 MIlz R121c SGl Origin 2000 wit!li 512 MB of 
meiiiory per processor. As I x fo re ,  dashed curves indicate ideal performance. Figure rja 
siviiply shows that the SGI Origin 2000 scales similarly to the Beowulf cluster. Figure 
6h, interestingly, shows that the beiiefit of storing the IIoiiiilt~oiiiaii is niucli greater 
for the Origin 2000 than it is for the Beowulf cliister’. liideecl, while executioii tirne 
011 t,lie Beowulf syst.em is reduced only by a factor’ of I . D ,  itt is recluced roughly by a 
factor of 4 011 the SGI Origin 2000. ‘The reason for this discrepaiicy is not completely 

but is likely at,tributable to a difference is cache size and iiieiiiory access speed. 

5 .  Simulation of Alloyed Quantum Dots 

Siiice we represent each individual atom iii the quaiitmum dot syst,eiii explicitly we 
caii deinoiistrate this capability by siiiiula.ting aii 1iio.eC; ao,.~As alloyed quaiituii-i dot 
system[ 191 iii a Ga.4~ mat3vix. The dome s h a ~ ~ x l  qiiaiituiii dot, has a cliameter of 
30nm arid a height of 5iiiii. A 5iiiii GaAs buffer surrounded the yuaiituiii dot in t,he 
simulation. Siiice the  In aiid Ga ions imide the a,lloyed dot are raiicloiiily distributed, 
different alloy configurations exist and opticad transition energies from one dot to  t,he 
next may vary, even if the size of the clot is  assunled to be fixed. We therefore try t,o 
answer tshe question: What is tlie iiiiiiiiiial optical ljiiewicltli t.hat caii be expected for 
sucli a a  alloyed dot neglecting any experiuieiita,l size variations’? A side view of such 
an alloyed quantuni dot, which is half the size of t,he system considered here without, 
t,he surroundiiig GaAs is shown in Fig 7a. 

Tii siiiiula,tioiis of 490 randorn alloy coiifi~iira~tions[l7] we have obtained the single 
gart,icle electron and hole ground stat.es energies and the oj)tica,l tmrisitioii energy 
froiii t h i r  difference. ‘The mechanical stramin i s  niinimized using a valence force field 
method [20, 2 13 wliich considers contributions to the t<ot,al st.riLili energy due to hond 
Icngtli cl-wiges as well as boiicl angle modificatioii. The iiiechaiiical strain field i s  
recomputed for ea,cli alloy coiifigurattioii. For these part*icular simulations we used 
the sp.3s* Ilasis set, where tlie matrix elements scale wit.h respect tto the equilibrium 
position with the idea,l[l$] espoiient. 2. 
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.4As Lense Shaped Dot 

F i g u r e  7. (a)  Lens shaped 1no.l: G a ~ , 4 A s  qnaiit,uiii clol visualized the vurolecular viewer Ras- 
~liul, T h e  cjiiaill,uiii tl is sralerl down to iiiclucle less than I0,000 atoilis for visualization 
purposes, (13) Lowest, cc-~ntliiction am1 liigliasts valence Cpilif.ized state that are ililiouloge- 
neo11sly I-)~CJadelletl hp shy disorder. 

The siiiirilation of 50 dilfereiit alloyecl clots shows a Iiieaii optical transition energy 
of I .04eV niid a standard deviation, or associated liriewicltli of 4.5meV coinpared to  
experimentally reported[l9] transition energy of 1.OBeV aut$ a. liiiewidtli of 34.6IileV. 
‘rile experimental data does of course iiiclude quaiit4um dot size variations as well. 
We plaii to simrilate larger samples t,li;tt do iiiclude qua.iituru dot size varia,ttions in 
the future. The ii3a:jor result of this sjmulation is the ohservatioii tha.t, tkew will be 
a significant o p h d  liiiewi~lt~l-I ~ar ia t~ioi i  due to alloy disorder alone, eveii if all the 
quantuni dots were perfectly identical i n  size. 
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